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Abstract

The problem of image aesthetic quality assessment is sur-
prisingly difficult to define precisely. Most early work at-
tempted to estimate the average aesthetic rating of a group
of observers, while some recent work has shifted to an ap-
proach based on few-shot personalization. In this paper, we
connect few-shot personalization, via Immanuel Kant’s con-
cept of disinterested judgment, to an argument from femi-
nist aesthetics about the biased tendencies of objective stan-
dards for subjective pleasures. To empirically investigate this
philosophical debate, we introduce PR-AADB, a relabeling
of the existing AADB dataset with labels for pairs of images,
and measure how well the existing ground truth predicts our
new pairwise labels. We find, consistent with the feminist cri-
tique, that both the existing ground truth and few-shot per-
sonalized predictions represent some users’ preferences sig-
nificantly better than others, but that it is difficult to predict
when and for whom the existing ground truth will be correct.
We thus advise against using benchmark datasets to evalu-
ate models for personalized IAQA, and recommend caution
when attempting to account for subjective difference using
machine learning more generally.

Introduction

Over the past fifteen years, computer vision researchers have
investigated techniques for image aesthetic quality assess-
ment (IAQA). This research area emerged from image qual-
ity assessment (Ke, Tang, and Jing 2006) and computational
aesthetics (Datta et al. 2006; Datta, Li, and Wang 2008).
Originally, the goal was to classify a photograph as either
“high quality” or “low quality,” trying to predict an average
of many labelers’ judgments of the photo (Murray, March-
esotti, and Perronnin 2012).

Recently, however, some researchers have claimed that
aesthetic quality is fundamentally subjective — not an at-
tribute of the image itself but of a human user’s perception
of that image. These authors have begun to pose the prob-
lem in terms of distribution learning (Cui et al. 2017; Fang
et al. 2018) or few-shot personalization (Ren et al. 2017; Lee
and Kim 2019; Cui et al. 2020; Zhu et al. 2021; Kairanbay,
See, and Wong 2018, 2019). To account for variation be-
tween users, some methods use auxiliary information from
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social media data (Cui et al. 2017), demographics (Kairan-
bay, See, and Wong 2018, 2019), or psychometrics (Zhu
et al. 2021) to better capture a given user’s perspective. In
parallel, other researchers (Lv and Tian 2016; Lee and Kim
2019) have turned away from aesthetic quality as a real or
boolean-valued score assigned to each image and towards a
pairwise comparison between two images.

From a computer science perspective, these sorts of
changes to a problem statement might seem minor, however
philosophically attempting to account for the subjectivity of
a user takes IJAQA in a highly unusual direction for machine
learning which we believe is worth examining closely.

This idea, that subjective difference exists but can be ra-
tionally explained, has roots in the work of the 18th century
philosopher Immanuel Kant. Kant claims that when we call
an object beautiful, we imply not just that we like it, but that
all other rational people should feel the same way about that
object. This position assumes that the subjective conditions
for judgment are essentially the same among all rational peo-
ple — a central assumption in Kant’s philosophical system
(Pluhar 1987). Disagreements over matters of taste only ex-
ist because they are “bound up with interest,” meaning that
they are made based on external factors like our desires, fu-
ture gratification or pleasure in looking (Kant 1790). But, if
we look beyond those personal interests, we find a universal
disinterested judgment.

TAQA is steeped in Kantian ideas about interested and dis-
interested judgment. Early papers in this area attempt to ac-
cess a universal kind of aesthetic quality in photographs, and
ascribe individual variation to noise, similar to the way that
Kant ascribes individual variation to personal interest. For
example, Datta et al. (2006) claim that certain visual char-
acteristics cause images to be, in general, more aesthetically
appealing, and cite Kant and discuss his concept of taste in
a later paper (Joshi et al. 2011). Similarly, when proposing
their well-known AVA dataset for IAQA, Murray, March-
esotti, and Perronnin (2012) observe that the score distribu-
tions for images usually look fairly Gaussian, indicating that
the mean score is a good estimate of the overall quality of the
image. In this way, IAQA research treats the mean of sev-
eral individuals’ judgments as a universal disinterested judg-
ment, abstracted from any one rater’s particular perspective.
Likewise, personalized models purport to add that perspec-
tive back in by accounting for deviation due to external fac-



tors like demographics, personality, preferences for aesthetic
qualities or specific photo content. While relying on Kant’s
framework gives IAQA a strong philosophical basis, it also
opens it up to critique.

One such critique comes from feminist philosophy. Kant
very deliberately assumes that the subjective conditions for
aesthetic judgment are common to all rational observers (i.e.
we all have the same common sense ideas about beauty).
However, feminist philosophers have observed that the sup-
posedly universal, rational ideas advocated by Enlighten-
ment thinkers like Kant included some ideas deeply rooted
in those thinkers’ worldviews, which are naturally limited
by historical and cultural context. For example, Kant argued
that women have a natural affinity for the beautiful and dec-
orative while men have a natural affinity for the sublime and
inspiring (Kant 1764), and Edmund Burke argued that light
skin was naturally aligned with the beautiful while dark skin
was closer to the sublime (Armstrong 1996). These claims
are rooted in 18th century European views of race and gen-
der and are clearly not true across space and time. To recon-
cile the supposed rationality and universality of their views
with very real differences in perspectives held by those on
the margins of society, these philosophers tended to dis-
miss alternative views, especially those of women and non-
Europeans, as irrational or incomplete (Korsmeyer 2004),
which has contributed to various forms of discrimination,
including gender and racial bias in the artistic canon (Bat-
tersby 1989; Deepwell 2019). As elaborated by Korsmeyer
(2004),

Seeking to establish standards for artistic enjoyment
can be seen as an attempt to regulate and homogenize
pleasures according to a gauge that reflects distinct
class bias, not to mention national and racial prefer-
ences. In promulgating the existence of standards for
subjective pleasures, the preferences of people who
were already culturally accredited, as it were, became
the standards to be emulated. Ideas about taste and
beauty, no matter how assiduous the attempt to uni-
versalize standards and to “purify” them of bias and
prejudice, seem ineluctably to absorb reigning social
values.

In other words, when people attempt to establish objective
standards for subjective pleasures, no matter how objective
or rational they attempt to be, those standards reflect the so-
cial values of the society that creates them.

Returning to machine learning, we can take inspiration
from this philosophical debate and generate empirical re-
search questions about personalized TAQA: how well do
the average aesthetic scores from an existing dataset actu-
ally predict new individuals’ judgments? And when and for
whom can we accurately predict disagreement between the
average scores and the individuals’ judgments? The Kantian
position would predict that the average scores perform simi-
larly well for all users, and that features describing the image
and labeler’s interest could be used to predict disagreement,
while the feminist position would predict that the average
scores perform better for some users than others, but that
those differences in taste are the result of differences in per-

spective, and cannot be inferred from specific features. Note
that while this argument comes from feminist theory, we are
drawing on its more theoretical side; our objective is not to
investigate whether such models are sexist.

These issues are important because assumptions that we
make while collecting data about image aesthetics might
become self-fulfilling prophecies. In the context of image
classification, Denton et al. (2021) argue that establishing
benchmark datasets like ImageNet constitutes the “computa-
tional construction of meaning,” where a somewhat arbitrary
classification scheme ends up serving as an objective frame-
work for interpreting the meaning of images. We worry that
the data collection schemes used in IAQA may constitute the
computational construction of taste. As Ferry (1993) argues,
the concept of personal taste is itself an early modern inven-
tion, linked to humanism, rather than a fundamental fact of
nature. We worry that subtle choices in data collection may
inadvertently legitimize certain differences in aesthetic pref-
erence and delegitimize others.

To study these questions, we introduce PR-AADB, a new
set of labels for a subset of the images from the AADB
dataset of Kong et al. (2016). While our labels describe the
same images, our dataset has several important differences:
we collect pairwise labels instead of numerical scores, each
user labels 20 “training” image pairs common to all users
and 80 “testing” image pairs which are unique to that user,
and we collect additional information about our participants
including demographics and how they went about labeling.
Since this is a relatively small dataset, containing labels for
16,548 image pairs drawn from 8,835 of the 9,958 images of
the original AADB dataset, we see these modifications not
as an improvement over the original labels, but as a means
to critically evaluate the assumption of disinterestedness in
TAQA and as additional testing for few-shot personalization.

We find, consistent with the feminist position, that aver-
age aesthetic quality labels are poor predictors of our par-
ticipants’ preferences. In addition, there is a high amount
of inter-subject variance in the prediction quality, indicating
that the ground truth represents some users’ tastes signifi-
cantly better than others. However, we do not find that demo-
graphic, style or content factors explain these disagreements.
In other words, the ground truth inherently reflects some
peoples’ tastes better than others, but determining whose
taste is not simply a matter of gender or education level, for
example.

Related Work

Several authors have proposed datasets for image aesthet-
ics analysis as an objective classification or regression prob-
lem. The early work in TAQA of Datta et al. (2006) and Ke,
Tang, and Jing (2006) used relatively small datasets of im-
ages with binary quality labels. Murray, Marchesotti, and
Perronnin (2012) released the Analysis of Visual Aesthet-
ics (AVA) dataset, which contains over 250,000 photos from
DPChallenge.com along with metadata such as rating distri-
butions and category labels. This dataset continues the orig-
inal framing of IAQA as a classification problem, where the
ground truth label (high or low quality) is calculated from
the average of many human ratings. In 2016, Kong et al.
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Figure 1: Sample ratings from our dataset. A pair of images from the AADB dataset, one of 20 “common” pairs shown to all
participants in our study. A: the ratings from our participants using a labeling scheme with options for “both images are good,”
“both images are bad” and “these images are too different to compare.” B and C: single-image ratings from AADB. Note that
the single-image average for the left image is higher in AADB, but more of our participants preferred the right.

proposed the Aesthetic Attribute Database (AADB) which
includes both overall aesthetics ratings and 11 aesthetic at-
tributes (e.g. blur, depth of field) for each image.

Recently, others have framed IAQA as a more subjective
problem. Ren et al. (2017) introduce the personalized image
aesthetics task through the Flickr-AES dataset, which con-
tains user-by-user ratings for each image. Using the larger
AVA dataset (Murray, Marchesotti, and Perronnin 2012) for
pretraining, Lee and Kim (2019) achieve better performance
with a pairwise approach, using an eigenvector method to in-
fer rankings from comparisons. However, prior work argues
that labels from the AVA, AADB, and Flickr-AES datasets
fail to capture the concept of aesthetic quality broadly,
and instead capture a specific “aesthetic” photographic style
common on photo-sharing websites (Goree 2021).

Outside of computer science, and particularly in food sci-
ence, preference studies are common, and there is a rich his-
tory of debate on which sorts of preference study designs are
most reliable; see (O’Mahony and Wichchukit 2017; Luck-
ett, Burns, and Jenkinson 2020) for discussion. Bockenholt
(2001) finds that when participants have difficulty apprais-
ing their own preferences, their ratings for single stimuli can
be inconsistent, and advocates for designs involving pair-
wise preferences which allow participants to express their
uncertainty.

While research through data relabeling is a relatively un-
usual approach, it has begun to gain traction in machine
learning. Beyer et al. (2020) conduct a relabeling of the Im-
ageNet validation set (Deng et al. 2009) to assess whether
improved accuracy on ImageNet actually reflects progress
on image classification. Kong, Shen, and Huang (2021) de-
velop a more general framework for studying relabeling and
its effects on model performance.

Figure 2: Screenshot of our labeling interface.

Methods

Study and Collection Interface Design

To permit comparison with existing work, we collected new
aesthetic labels for the existing AADB images (Kong et al.
2016) (instead of new images scraped from the web). We
chose this dataset because of its relatively small size, thor-
ough annotation, and prominence in the literature.

We began with a pilot study to tune our labeling proto-
col and interface. Most recent IAQA data collection studies
(including the original AADB (Kong et al. 2016)) use Ama-
zon Mechanical Turk (AMT), and collect aesthetic labels for
individual images on a two- (Tang, Luo, and Wang 2013),
five- (Ren et al. 2017), or ten-point (Kong et al. 2016) scale.
However, we found that individual aesthetic quality opinions
tend to lack precision: users do not have a universal point of
reference for how appealing a 8/10 image would be versus
a 6/10 image, for example. Instead of asking participants to
label individual images, we found it better to present pairs
of images and ask them to choose a preference between the



two. Pairwise methods have long been used in image quality
assessment (but not aesthetic quality assessment) (Mantiuk,
Tomaszewska, and Mantiuk 2012); seeing images in pairs
gives participants grounding because they are not evaluat-
ing an image’s quality in the abstract, but instead relative to
another image.

We also use a specific prompt: “Choose which image you
enjoy more, or another option if it is difficult to decide,”
where the other options are “I enjoy both of these images,”
“I do not enjoy either of these images,” and “These images
are too different.” The term “enjoy” grounds the label in the
personal experience of the participant, rather than an abstract
notion of aesthetic quality or beauty. This prompt contrasts
with the one used for the original AADB labeling, “rate this
photo w.r.t its aesthetic and select attributes to explain why
this image is of high or low aesthetic.” While one might
argue that these prompts are measuring different qualities
(i.e. there is more to aesthetic quality than just enjoyment),
the term “aesthetic” is highly ambiguous. The term “enjoy”
has been used to specify the sensory aspects of the aes-
thetic experience in several disciplines, including HCI (Cyr,
Head, and Ivanov 2006), psychology of art (Millis 2001),
and aesthetics of the everyday (Besson 2017), and evokes
the language of philosopher John Dewey’s concept of the
aesthetic: “experience as appreciative, perceiving and enjoy-
ing” (Dewey 2005). Others have used prompts such as inter-
estingness (Gygli et al. 2013; Gardezi et al. 2021), pleasing,
harmonious (Geller et al. 2022) to define the aesthetic expe-
rience. Future studies could compare how different prompts
could result in different responses from individuals.

We show each participant a small number of “common”
image pairs, which are the same for everyone, and a larger
number of “unique” image pairs, which are only shown
to one participant. The common pairs provide a controlled
training set for few-shot personalization. For example, fu-
ture researchers could exclude specific pairs from the train-
ing set to measure their effect on the personalized model.
The unique image pairs provide coverage of AADB, which
allows us to both measure consistency between our partici-
pants’ responses and the original labels, and to create a ro-
bust test set to evaluate few-shot personalization.

Recruitment and Data Collection

After receiving approval from our university’s human sub-
jects review board, we recruited participants through a com-
bination of university mailing lists and social media with the
following inclusion criteria: (1) At least 18 years old, (2)
Located in the United States, (3) Not visually impaired. We
split our data collection into two parts: a short screener sur-
vey with standard demographic questions, and a longer sur-
vey using the labeling process described in the previous sec-
tion. Frequency values for demographic characteristics can
be found in our supplementary materials. We provided com-
pensation for each participant to label 20 “common” image
pairs and 80 “unique” image pairs.

We took several measures to avoid unreliable participants:
splitting our survey into two parts (screener and longer sur-
vey), CAPTCHA protection, free response questions and an
analysis of label distributions. We filtered out hundreds of

auto-generated responses to our screener survey and ended
up discounting 11 responses on the longer survey which both
submitted questionable free text responses and possessed
unusual label distributions (e.g. a uniform distribution over
the five responses). The high degree of agreement on some
common image pairs (e.g. for pair 17 over 80% prefer image
B while only 5% prefer image A) indicates that it is unlikely
many participants are answering randomly.

Data was collected between November 10th, 2021 and
January 5th, 2022. Out of 237 participants who responded to
our call and were sent a survey link, 181 labeled at least one
data pair and 176 completed the 100 labels required to re-
ceive payment. We included a set of three free-text questions
in the middle of the survey, both to gauge our participants’
reasoning and to evaluate whether each participant was an-
swering questions in good faith. Upon manual examination
of the free-text questions and response distributions, we ex-
cluded the data of 11 participants whose responses seemed
to be generated by automated survey completion software,
leaving 165 participants in the final released dataset. We col-
lected labels for 16,548 pairs of images in total, sampled
from the 9,958 images in AADB.

Comparing Across Label Structures

For each image pair (a, b) evaluated by a human subject we
convert our five response categories into scalar pairwise la-
bels {—1,0,1}, where —1 corresponds to a preference for
a, 1 corresponds to b, and O corresponds to the three other
options. Using a method similar to the one from (Lee and
Kim 2019), we also find an estimated single-image labeling.
This method relies on constructing a matrix L of compar-
isons where L, € {—1,0,1} corresponds to the prefer-
ence label, and then computing the first principal eigenvector
of L. This eigenvector constitutes a spectral ranking (Vigna
2016) of the images, much like the Elo score or Pagerank.
To make the scores more directly comparable to the AADB
scores, we scale the resulting scores to fall between 0 and 1
by subtracting the minimum and dividing by the range.

Subsequently, we define accuracy between pairwise labels
and real-valued image scores as follows. For a set of images
1, ..., n with real-valued scores s1, ..., s, and pairwise labels
from each participant, L; ; € {—1,0,1} where L is only
defined for pairs (i,j) € P,|P| = m < n?, we compute
the accuracy of the scores to the labels using a thresholded
indicator function,

1 I(SZ — Sj < —t) Li,j =-1
Acc(S, L) = - I(-t<8;—=8;<t) Li;=0
Gep \I(S; —S; > t) Li;=1,

where I has value 1 if the argument is true and O otherwise,
and ¢ is a threshold. In other words, if the score for image ¢
is higher than the score for image j by at least ¢, we predict
that the participant will choose image i, and if the difference
is within the threshold, we predict that the participant will
either like or dislike both images. We use a threshold ¢ =
0.075, chosen post hoc to maximize the average accuracy of
the AADB ground truth for our participant labels, the most
generous possible value.



Results
Comparing PR-AADB and AADB Ground Truth

First, we evaluate the consistency between the aesthetics
scores published with the original AADB dataset and the
preference labels provided by our participants. Since these
datasets cannot be compared directly, we first use our pair-
wise labels to infer image scores and evaluate their ranking
correlation with the AADB labels, then we use both sets of
image scores to infer “generic” pairwise labels. This kind of
experiment is possible because our participants labeled the
exact images from the AADB training and test sets. Finally,
we also test the performance of the personalized model of
Ren et al. (2017) on our labels.

Comparing Single-Image Scores:  Figure 3 (left) presents
the joint distribution of the single-image aesthetic scores
from AADB, and the single-image scores inferred from our
participants’ pairwise labels using the eigenvector method.
Even though both sets of scores are aggregate estimates of
the aesthetic quality of the same images, their correlation
is only 0.27. Importantly, their ranking correlation (Spear-
man’s p) is also only 0.27, which is significantly lower than
state-of-the-art model performance (Lee and Kim (2019) re-
ports p = 0.879).

Comparing Pairwise Labels: Using the scheme de-
scribed in the methods, we measure accuracy for the AADB
scores as well as the scores we just inferred from our la-
bels. Figure 3 (center) presents the joint distribution of accu-
racy scores on each participant. The AADB scores produce
accuracy values which vary from 0.2875 to 0.575, a differ-
ence of almost 30%. For 12 of our participants, this is worse
than random guessing. The scores inferred from our labels
produce a similar amount of variance, ranging from 0.5 to
0.7875, and accuracy on the two is only somewhat corre-
lated (r = 0.30). This suggests not that the original AADB
labels are poor, but that there is no single set of real-valued
aesthetic quality scores which would perform well for ev-
eryone.

Evaluating Model Performance: We also tested the deep
learning-based personalized IAQA model introduced in Ren
et al. (2017), which predicts a raw aesthetics score using a
model trained on the Flickr-AES dataset, and then fine-tunes
the prediction using a support vector machine (SVM) regres-
sor to predict the residual between the raw and personalized
aesthetic score. The SVM makes use of aesthetic attribute
features (learned from the original AADB aesthetic attribute
labels) and content features (from a clustering of ImageNet
feature vectors) to inform its prediction. We adapt this model
to predict pairwise labels, rather than aesthetic score residu-
als, by using an SVM classifier.

While we find that the raw predictions perform simi-
larly to the AADB ground truth scores (42.6% accuracy vs.
42.7% accuracy), when we fit the personalized model to the
20 common image pairs for each user, we find that the av-
erage accuracy on the remaining 80 image pairs does not
change significantly, but the variance greatly increases (Fig-
ure 3 right) from a standard deviation of 0.065 to 0.129. Fur-
ther, the fine-tuned accuracy scores do not correlate with the

original accuracy scores or the accuracy under the AADB
ground truth. We speculate that the performance of a fine-
tuned model depends both on whether the training images
are similar to the testing images and whether the set of aes-
thetic and content attributes are good descriptors of an indi-
vidual’s taste.

These experiments indicate that while the AADB ground
truth labels and our participants’ judgments are somewhat
correlated, there is a high degree of variance in both. If dif-
ferent users had been logged in to Mechanical Turk when the
AADB was collected or their prompt had been phrased dif-
ferently, the ground truth, and thus the algorithms which per-
form well, could have been radically different. By chance,
we end up with a dataset that is more representative of some
of our participants’ preferences than others, and using few-
shot learning to fine-tune a personalization model increases
that variance, which might have positive or negative effects,
depending on the user.

Explaining Label Disagreements

In this section, we turn to our second question: when and
for whom can we accurately predict disagreement between
these two sets of labels? We use logistic regression analysis
to examine three possible explanatory factors: demographic
differences, difference in preference for aesthetic attributes,
and specific image content. Rather than use these variables
as features to predict aesthetic quality directly, our target
variable is whether the AADB ground truth and our partic-
ipants’ pairwise label will be consistent or inconsistent for
each image pair (using the thresholding scheme described
in the methods). As a result, we use logistic regression as a
statistical analysis tool, not as a predictive machine learning
model.

To describe demographic differences, we create dummy
variables for demographic labels: age, gender, race, level
of education, and first language (coded as either English or
other). To describe formal aesthetic differences between the
images in a pair, we use the absolute difference (i.e. |r; — 72|
for ratings r1,79) of the 11 AADB aesthetics ratings (e.g.
color harmony rating or symmetry rating). For differences in
the image content, inspired by Ren et al. (2017), we use an
off-the-shelf classifier (ResNet18) to classify images using
the 1000 ImageNet classes, then create 1000 binary vari-
ables where each feature is 1 if the corresponding class is
within the top 3 predicted classes for either image, but not
both, and 0 otherwise. While using ImageNet in this manner
is potentially objectionable for treating image class predic-
tions as a measure of image content, we use it to maintain
consistency with the TAQA literature, rather than as an en-
dorsement of the ImageNet categories. We select a subset
of the 1000 content features by first removing 178 classes
which are never predicted, then using LASSO (L regu-
larized) logistic regression (Tibshirani 1996) with regular-
ization tradeoff parameter o = 0.0005 to select relevant
content variables (Fonti and Belitser 2017). With this alpha
value, we select 120 of the 842 remaining classes as po-
tentially relevant variables. Using the 24 demographic vari-
ables, 11 aesthetic attribute variables and 120 content vari-
ables, we fit an un-regularized regression model.
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Figure 3: Measuring agreement and variance in aesthetics scores. Left: After converting our pairwise labels to inferred
image scores, we plot them and measure their correlation (r = 0.27) vs. the original AADB labels. Data points indicate images.
Center: Next, we convert both the AADB scores and the scores inferred from our labels to “generic” pairwise labels using the
scheme described in the methods, we compare their accuracy for each participant (r = 0.30). Data points indicate participants.
Right: Using the model from (Ren et al. 2017), we compute raw and personalized predictions for each image and compare
their accuracy for each participant. Data points indicate participants. In each plot, points are rendered at low alpha and are
represented by ‘o’. Darker colors represents high density of data points in that area.

The estimated coefficients are shown in Figure 4. Our re-
gression model is a poor predictive model with pseudo-R?
of 0.023, i.e. our model only explains 2.3% of the inconsis-
tency, though several of the coefficients are significant.

To our surprise, none of the demographic characteristics
significantly predict consistency with the original AADB la-
bels. While the coefficients for race show a noticeable differ-
ence between White and Asian participants and those from
other racial groups, our sample, mostly drawn from a mail-
ing list at a research university in the midwest United States,
is not a representative sample of the greater population, and
we hesitate to make strong claims based on a small sample.

Three of the aesthetic attributes — good content, color
harmony, and good motion blur — have significant positive
coefficients, which indicates that a high difference in those
attributes between the two images increases the likelihood
that our participants’ judgments will be consistent.

Many of the content features have significant positive and
negative coefficients, indicating that our participants were
very sensitive to photo content. Some image classes, such as
brown bear, dragonfly monarch, and limpkin, predict con-
sistency, while window screen, rifle, mask, and military uni-
form predict less consistency. The number of positive co-
efficients associated with animals indicates that nature pho-
tographs produce consistent judgments while the negative
coefficients indicate that photos containing military-related
content are more controversial. We must note that these con-
tent labels were produced by an automatic classifier and not
a human labeler, so they are noisy and may indicate the pres-
ence of visual patterns rather than exact objects.

Stepping back, regression analysis shows that consistency
with the ground truth varies greatly from person to person,
but that the differences are mostly not explained by demo-
graphics, aesthetic attributes, or visual features. Consistent

with the claims of Datta et al. (2006), a few characteristics
(e.g. natural subjects or color harmony) lead people to con-
sistently find some images to be of higher aesthetic quality,
however, there are other characteristics which are controver-
sial and lead people to disagree on their quality.

Analysis of Free-Text Responses

We asked our participants two free-response questions dur-
ing the survey: “How are you choosing between images?”
and “Do you find yourself relying more on the content of the
images (like the objects or people pictured) or the style (like
whether the picture is blurry or if it is colorful)?” For the
first question, we identified five categories of responses (we
share representative quotes and participant ID numbers):

1. Personal preference, e.g. “Instinct” (P85), “My own per-
sonal preferences” (P105), “Would I consider them keep-
ers” (P255)

2. Formal qualities, e.g. ‘“content, composition, color”
(P115), “Composition, centering, and lighting” (P52)

3. Content, e.g. “first impression; i think i prefer scenes over
people” (P170), “My feeling. I like nature and greens.
And I also like to see pictures of people having fun (not
for work)” (P110)

4. Literal responses, e.g. “For some, I used a keyboard and
for some, I used the mouse to select the correct options”
(P7), “choosing either a or b.” (P25)

5. A combination of these, e.g. “However I want, it’s a study
of aesthetics. I always pick the dogs, and I like colors,
colors are fun” (P86), “Im gravitating towards elements i
like in photography such as architecture, landscapes, and
animals, if none of these are present I will tend to choose
the picture that seems more visually interesting/inten-
tionally composed.” (P97)
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Figure 4: Which properties of participants/images predict (dis)agreement between the AADB ground truth and our
participants’ ratings? Regression coefficients for (left) demographic, (center) aesthetic, and (right) content indicate how much
of the variance in consistency is explained by each attribute of the image or rater. For binary variables, the number of image
pairs for which that variable is true are shown. Stars indicate coefficients for which we reject the null hypothesis at p = 0.05. A

full regression table is included in our supplementary materials.

For the second question, we roughly grouped these re-
sponses into four categories, “content” (N=59), “style”
(N=21), “both” (N=73), and “unclear” (N=3).

Taken together, these results indicate that our choice of
prompt decoupled our participants’ concept of aesthetic
quality from a specific visual style. It also highlights the
wide range of possible interpretations of words like “en-
joy” and ““aesthetics” which subtly change the concept un-
der study (even though we did not use the term “aesthetics,”
it was often mentioned by participants). For example, given
the pair of images in Figure 1, we can imagine one partici-
pant choosing the image on the left because they love cows
while another participant chooses the image on the right be-
cause the stark landscape gave them with a feeling of awe,
and both are valid responses, given their interpretations of
the prompt and equally valid forms of aesthetic judgment.

Discussion

To summarize our results, inspired by an argument from
feminist aesthetics, we collected new labels and conducted a
statistical analysis of differences between the AADB labels
of Kong et al. (2016) and our relabeling. We find that this
critique largely holds: while the original labels are usually
better than random guessing, their predictive quality varies

greatly from person to person, and few-shot personalization
only increases that variance.

Next, we asked if demographic, aesthetic, or content at-
tributes could predict whether the AADB groundtruth will
be consistent with a participant’s preference for a given im-
age pair. We find that these factors explain only a small
amount of the variance in consistency, but there are specific
aesthetic and content features, like a brown bear in one im-
age or a difference in level of motion blur, which are infor-
mative. That means we do not find that the label disagree-
ments are easily explained by demographic factors like gen-
der or education level.

Our goal here is not to criticize the original AADB dataset
(Kong et al. 2016) or the personalization model we used
(Ren et al. 2017). We are using a different study design, with
a different prompt, so we would not expect the original im-
age scores to perfectly predict our results. Our data is also
not a strict improvement on the original labels, which exist
to show the relationship between ratings for overall aesthet-
ics and aesthetic attributes, which we did not investigate.

Instead, we believe that our data and analysis show the
profound difficulty of making personalized aesthetic quality
predictions using machine learning. In the non-personalized
formulation of the task, the prediction target is an objec-



tive kind of aesthetic quality based on popular consensus us-
ing a large sample size (Murray, Marchesotti, and Perronnin
2012), which smooths out the variance in individual inter-
pretations to create a stable machine learning problem. How-
ever, by doing so, it ignores so many of the interesting and
meaningful psycho-social phenomena which give aesthetics
its depth. But accounting for subjectivity is not a matter of
estimating a predictable deviation from an objective, aver-
age viewpoint.

In this way, TAQA mirrors other scientific problems. For
example, we have simple physical laws which explain the
behavior of a magnet, but if we try to infer the magnetic
moments of its constituent atoms, the problem becomes sig-
nificantly more complex, and there is no simple adjustment
to the macro-level laws (i.e. average aesthetics assessments)
which predicts the micro-level behavior (i.e. individual pref-
erences for images). The analogy only goes so far, however,
since we do not believe there are necessarily scientific laws
which predict human aesthetic judgment.

Approaching personalization through few-shot learning
results in a problem with almost-unmanageable amounts of
variance, both between individual images and between users
due to unobservable subjective factors. As the free-text re-
sponses show, knowing which factors are important to a par-
ticipant requires knowing how they interpreted the prompt in
addition to their specific aesthetic preferences, and it is un-
clear whether those degrees of freedom can be captured in a
small number of ratings. Further, the high degree of inter-
subject variance makes testing personalization algorithms
difficult. Evaluating models by their accuracy (or ranking
correlation, etc.) on a test set assumes that the test data is
identically distributed to data from the real world, and if our
labelers are not representative of some real world population
(where representation is a matter of interpretive perspective
and taste, not just demographics), we run the risk that our
test accuracy ceases to be meaningful.

Thus, we recommend against evaluating personalized
models based on their performance on a benchmark such as
AADB (Kong et al. 2016) or FlickrAES (Ren et al. 2017).
Such evaluations will vary tremendously based on the sur-
veyed individuals and a model which is able to account for
the differences in perspective present in such a dataset will
not necessarily be able to account for the myriad of fac-
tors which affect preferences held by humans in general, and
may be ill-suited to the kinds of subjective differences in an-
other population. We encourage future work to investigate
evaluating IAQA algorithms through user studies of specific
populations, without the goal of producing general models
of aesthetic preference. We also encourage future investiga-
tion into the potential downstream social consequences of
predicting aesthetic preferences in, for example, social me-
dia contexts.

Conclusion

In summary, recent models for aesthetic quality assessment
have investigated a problem formulation based on few-shot
personalization, which has its roots in Kantian ideas about
subjective difference due to interest. These ideas have been

subject to criticism, as attempts to establish objective for-
mulations for subjective taste tend to unintentionally reflect
dominant cultural standards. Empirically, this issue mani-
fests in JAQA when we attempt to adjust from the objec-
tive formulation, based on an average of several users’ pref-
erences, to the subjective formulation, based on individual
preferences: the averages tend to predict the judgments of
some individuals significantly better than others. We also
have released our data and the source code for our label-
ing interface to assist other authors in performing studies of
specific user populations, rather than comparing against less
population-specific existing published benchmark datasets.

More generally, this finding indicates that the subjectivity
of the problem creates a high degree of variance when sam-
pling aesthetic preference data which makes benchmark-
based evaluation unreliable. Accounting for subjective dif-
ference in machine learning problems appears to be a very
difficult task, as many factors affect human perspectives,
and deploying algorithmic methods based on seemingly-
reasonable assumptions may constitute the computational
construction of taste, enforcing reductive models of subjec-
tive difference and changing the underlying concepts under
study. More study of subjectivity in machine learning and its
evaluation is needed.
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